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Comparison of alternative models for
linking drug exposure with
adverse effects
Michal Abrahamowicz,a,b*† Marie-Eve Beauchampb and
Marie-Pierre Sylvestrec,d

Pharmacoepidemiology investigates associations between time-varying medication use/dose and risk of adverse
events. Applied research typically relies on a priori chosen simple conventional models, such as current dose or
any use in the past 3 months. However, different models imply different risk predictions, and only one model
can be etiologically correct in any specific applications. We first formally defined several candidate models map-
ping the time vector of past drug doses (X.t/; t D 1; : : :; u) into the value of a time-varying exposure metric
M.u/ at current time u. In addition to conventional one-parameter models, we considered two-parameter mod-
els accounting for recent dose increase or withdrawal and a flexible spline-based weighted cumulative exposure
(WCE) model that defines M.u/ as the weighted sum of past doses. In simulations, we generated event times
assuming one of the models was correct and then analyzed the data with all candidate models. We demonstrated
that the minimum AIC criterion is able to identify the correct model as the best-fitting model or one of the equiv-
alent (within 4 AIC points of the minimum) models in a vast majority of simulated samples, especially with 500
or more events. We also showed how relying on an incorrect a priori chosen model may largely reduce the power
to test for an association. Finally, we demonstrated how the flexible WCE estimates may help with model diag-
nostics even if the correct model is not WCE. We illustrated the practical advantages of AIC-based a posteriori
model selection and WCE modeling in a real-life pharmacoepidemiology example. Copyright © 2011 John Wiley
& Sons, Ltd.

Keywords: pharmacoepidemiology; model selection; goodness of fit; time-varying covariates; cumulative
effects; power

1. Introduction

Pharmacoepidemiology attempts to detect adverse effects of medications and typically relies on large
administrative health databases [1]. Such databases provide details on duration and dosage of all drug
prescriptions received by all individuals in a source population [2, 3]. In real-life settings, both the dose
and the duration of treatment vary considerably both between subjects and within subject over time. For
example, during 5 years, the total duration of use of benzodiazepines (psychotropic drugs) among 70,000
elderly subjects varied from 1 to 1826 days (meanD 229, medianD 83, standard deviation (SD)D 327)
and the number of distinct periods of exposure ranged from 1 to 32. Daily dose ranged from 0.1 to 11
times the WHO recommended dose (median D 0.48, SD D 0.37). Some subjects increased, whereas
others decreased their dose during the follow-up [4].

Linking such longitudinal patterns of time-varying drug dose/use with adverse events poses con-
ceptual and methodological challenges. Usually, there is little prior knowledge regarding how the
variation in the past doses X.t/, t D 1; : : : ; u, affects the current adverse event risk at time u. Recent
pharmacoepidemiological studies typically rely on simple ad hoc ‘conventional’ models such as current
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use [5], any drug use in the past [6], recent use in an arbitrary-defined time window, length of which
may vary across different studies of the same drug [7, 8], current [5] or average recent daily dose [7],
and total cumulative past dose or duration of past drug exposure [6]. Clearly, each conventional model
implies different impact of past drug use/dose on current risks.

Whereas only a single model is etiologically correct for an association between a specific drug and
a particular adverse event, different models may accurately describe associations for different combina-
tions of drugs and adverse events. Such differences may reflect pharmacokinetics/pharmacodynamics of
the drug and/or latency of the biological mechanism linking its use with a given clinical endpoint [9].
For example, the current use/dose of psychotropic medications may have acute short-term effects on
the user’s cognitive function [10]. In contrast, the association between prednisone, an anti-inflammatory
drug, and cardiovascular risk [11] is likely mediated through gradual increases in cardiovascular risk fac-
tors [12]. Thus, current cardiovascular risks may be mostly affected by long-term cumulative prednisone
dose in the past.

In the absence of firm prior knowledge about the etiologically correct exposure–risk model,
researchers may use empirical criteria to compare goodness of fit of alternative models linking past drug
exposure patterns with current risks. Indeed, intuitively one expects that the best-fitting model will be
relatively close to the (unknown) correct model. Identification of the correct model may both increase the
power for detecting the association and help rationalize the prescribing practice, resulting in improved
benefits/harms ratio.

In this paper, we first formally define alternative plausible models linking drug use/dose patterns with
adverse events, including some relatively novel models. We then illustrate the underlying differences in
modeling time-varying risks associated with a given drug exposure pattern. Next, in simulations, we eval-
uate to what extent statistical goodness-of-fit criteria are able to identify the etiologically correct among
several candidate models and illustrate the practical implications of relying on the incorrect model.
Finally, we compare the fit of alternative models in a real-life pharmacoepidemiological application.

2. Alternative models for time-varying drug exposure

We describe in the following text selected models for modeling the impact of a time-varying drug expo-
sure on the hazard of an adverse event. Each model defines a model-specific time-dependent covariate
M.u/ representing the current value of an exposure metric as a function of past doses:

M.u/D f ŒX.1/;X.2/; : : :; X.u� 1/; X.u/� (1)

where u indicates the current time when the hazard is assessed and X.t/, t D 1; : : : ; u, is the time vector
of past doses.

The time-varying exposure metricM.u/maps the vector of past drug doses X.t/, t D 1; : : : ; u, on the
unidimensional axis of ‘etiologically relevant exposure’ at time u. In other words, in any given applica-
tion, M.u/ is defined (implicitly or explicitly) as to reflect the investigators expectations, beliefs, and/or
previous findings regarding how the current and past use of the drug may be related to the outcome of
interest. By definition, if the subject was never exposed until the current time u (implying X.t/D 0, for
any X.t/, t 6 u), then M.u/D 0. As discussed in the following text, usually some additional regularity
conditions are imposed on M.u/, on the basis of substantive knowledge. For example, M.u/ may be
restricted to have nonnegative values over only a limited time interval, ending at the current day u and
beginning at time u� t in the past.

Once M.u/ has been calculated for all times u during the follow-up, standard regression methods,
such as Cox proportional hazards (PH) model with time-dependent covariates, can be used to estimate
and test its association with the hazard. Still, the challenge is to define the etiologically correct function
f Œ:� mapping a time vector of past doses X.t/, t D 1; : : : ; u, into a single current value of exposure
metric M.u/.

2.1. Conventional parametric models

First, we consider some conventional models, selected from a large set of simple ad hoc models used in
applied pharmacoepidemiological studies:

Model 1. Current use: M.u/D I ŒX.u/ > 0�, where I Œ:� is a binary indicator function;
Model 2. Current dose: M.u/DX.u/;
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Model 3. Nonlinear effect of current dose (NL current dose):M.u/D gŒX.u/�, where gŒ:� represents
a nonlinear, a priori selected, usually parametric transformation of the dose;
Model 4. Total duration of past use (duration past use): M.u/D

P
.I ŒX.t/ > 0�; for 0 < t 6 u/;

Model 5. Total cumulative past dose (cumulative past dose): M.u/D
P
ŒX.t/; for 0 < t 6 u�;

Model 6. Total cumulative dose in past m days (cumulative dose past m days): M.u/D
P
ŒX.t/, for

.u�m/ < t 6 u�.

To illustrate the implications of the alternative models, we compare in Figure 2 the resulting time-
dependent exposure metrics M.u/ for the same hypothetical subject, whose doses over 365 days of
follow-up, X.t/; t D 1; : : :; 365; are shown in Figure 1.

The differences between the model-specific M.u/ in Figure 2(a)–(f) reflect the differences in the
underlying a priori assumptions about the relative importance of doses (or drug use) at different times in

Figure 1. Daily dose X(t) for a hypothetical subject over 365 days of follow-up.

Figure 2. Exposure metric functions M.u/ corresponding to the daily dose pattern shown in Figure 1 for:
(a) model 1 (current use); (b) model 2 (current dose); (c) model 3 (NL current dose); (d) model 4 (duration
past use); (e) model 5 (cumulative past dose); (f) model 6 (cumulative dose past m days) where m D 30 days;
(g) model 7 (WCE model with exponential weight function); (h) model 8 (WCE model with inverted U
weight function); (i) model 9 (WCE model with truncated normal weight function); (j) model 10 (WCE
model with weight function as the mixture of exponential and inverted U functions shown in panels (g)
and (h)); (k) model 11 (increment and current dose); (l) model 12 (increment and cumulative past dose);

(m) model 13 (withdrawal).
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the past (X.t/, t 6 u) on current risk at time u. For example, model 2 (Figure 2(b)) assumes that only
the current dose X.u/ affects the current risk, whereas the total cumulative dose model 5 (Figure 2(e))
assumes that all past doses have an equal impact on the current risk, regardless of their timing.

2.2. Recency-weighted cumulative exposure model

All conventional models 1 to 6 may be cast as special cases of a more general, recency-weighted cumu-
lative exposure (WCE) model. In the WCE model, the etiologically relevant exposure metric is defined
as a weighted function of past doses X.t/; t D 1; : : :; u [13–15]:

M.u/DWCE.u/D
X

Œw.u� t /X.t/; for t 6 u� (2)

where w.u� t / is the weight function quantifying the relative importance of past doses on current risk
as a function of time elapsed between t and u.

The WCE metrics represent a subclass of M.u/ functions limited to additive linear functions of past
doses. In other words, the time-dependent exposure metric WCE.u/ is a weighted sum of past doses,
X.t/ for t 6 u, each of which is multiplied by a weight w.u� t /, which may be either fixed a priori [15]
or estimated from the data [13]. In principle, these weights could take any arbitrary values. However, it is
plausible to assume that weights, which represent the relative importance assigned to consecutive doses,
change with increasing time since exposure u� t according to a smooth weight function w.u� t /.

Because the true weight function is typically unknown, we have recently proposed a flexible WCE
model in which a smooth weight function is estimated using cubic B-splines with fixed knots [16]. The
spline-based WCE model for time-to-event analyses can be implemented using artificial time-dependent
covariates in the Cox PH model [16].

Depending on the biological mechanism that links past drug exposure with the current risk of the
clinical endpoint of interest, the shape and the values of the weight function w.u � t / may vary con-
siderably. For example, if more recent doses have higher impact, then w.u � t / will be a decreasing
function of time since exposure u � t , with w.�t/ D 0 for �t > a, indicating that drug doses taken
more than a days ago have no impact and can be ignored when assessing current risk at time u. In
some applications, w.u� t / may be a priori constrained to be nonnegative for all values of u� t , which
would imply that the effects of past exposure/doses on the current risk are all in the same direction (e.g.,
never protective), regardless of the time since the exposure. However, for some drugs, the effects of
past exposure may change over time from protective (negative weights) to harmful (positive weights)
because of such phenomena as habituation or withdrawal effects [17,18] or different pathophysiological
pathways underlying short-term versus long-term effects of the drug. In such cases, weights assigned
to different exposure times should be allowed to take either positive or negative values. Furthermore,
the estimated weights are not constrained to sum up to any prespecified value. In particular, the relative
values of weights assigned to doses taken at different times in the past determine the shape of the esti-
mated weight function, whereas the sum of these weights determines the estimated total impact of the
cumulative past dose on the hazard [16].

Figure 3(a)–(c) shows weight functions implied by conventional models 1 to 6. Although weight func-
tions for all these conventional models are step functions of time since exposure u � t , it seems more
plausible that the impact of past doses changes as a smooth function of time. Indeed, the WCE model with
a smooth weight function may fit real-life data substantially better than the conventional models [15].

Panels (d)–(g) of Figure 3 show four alternative smooth weight functions (exponential, inverted U
and truncated normal distributions, and mixture of exponential and inverted U distributions) consid-
ered in simulations described in Section 3. The corresponding WCE models are referred as models 7 to
10. Panels (g)–(j) of Figure 2 show the corresponding M.u/ functions, for the exposure pattern shown
in Figure 1.

2.3. New two-parameter models accounting for recent dose changes

In some applications, the current risk may be additionally affected by a recent increase of the dose
[17, 18]. Accordingly, models 11 and 12 define the exposure measure M.u/ as two-effect function
accounting for both recent dose increase and either current dose (model 11) or total (unweighted)
cumulative past dose (model 12):

Copyright © 2011 John Wiley & Sons, Ltd. Statist. Med. 2012, 31 1014–1030
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Figure 3. Weight functions w.u� t / implied by models: (a) models 1–3: 1 (current use), 2 (current dose), and 3
(NL current dose); (b) models 4 and 5: 4 (duration past use) and 5 (cumulative past dose); (c) model 6 (cumulative
dose pastm), wheremD 30 days; (d) 7 (WCE model with exponential weight function); (e) 8 (WCE model with
inverted U weight function); (f) 9 (WCE model with truncated normal weight function); (g) 10 (WCE model with
weight function as the mixture of exponential and inverted U function shown in panels (f) and (g)). All weight

functions were normalized to have the total area under the curve equal to 1.0.

Model 11. Recent dose increment C current dose (increment and current dose): M.u/D d.u/C
X.u/, where d.u/ is an indicator of an increase in dose in the last 7 days: d.u/ D ŒX.u/ � X.u �
7/�C; with Œ´�C D 0 if ´6 0 or Œ´�C D ´ if ´ > 0;
Model 12. Recent dose incrementC total cumulative past dose (increment and cumulative past dose):
M.u/D d.u/C

P
ŒX.t/; for 0 < t 6 u�, where d.u/ is defined as for model 11.

Finally, the risks of some adverse events may be exacerbated by a recent withdrawal of the drug [17].
Moreover, possibly because of habituation effects [18], the impact of such withdrawal may increase
with increasing cumulative past dose. Accordingly, model 13 defines the exposure measure M.u/ as a
two-effect function depending on total (unweighted) cumulative past dose and its interaction with recent
withdrawal:

Model 13. Recent withdrawal effect interacting with cumulative past dose (withdrawal): M.u/ D
I ŒC.u/� �

P
ŒX.t/; for 0 < t 6 u�C

P
ŒX.t/; for 0 < t 6 u�, where I ŒC.u/� D 1 if X.u/ D 0 and

X.k/ ¤ 0 for at least one k 2 Œu � 7Iu � 1� and is a binary indicator of the cessation of drug use
within the last 7 days.

Panels (k)–(m) of Figure 2 show the M.u/ functions obtained by applying respectively models 11 to
13 to the exposure pattern shown in Figure 1.

3. Simulation studies

3.1. Simulation design, assumptions, and data generation

Study design. We simulated hypothetical pharmacoepidemiological studies of an adverse effect of a sin-
gle medication, with 600 new drug users followed-up for 1 year since the first prescription (time 0). We
censored subjects without event at 365 days and assumed no losses to follow-up. We generated event
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times from the marginal exponential distribution, selected to obtain either 200 or 500 uncensored events
in the first year of follow-up (66.7% or 16.7% censoring).

Exposure matrix. We generated time-varying patterns of drug use and dose (Xi .t/; t D 1; : : :,
365 days) for subjects i D 1; : : :; 600. Subjects could repeatedly stop and, after a nonuse period
(Xi .t/ D 0), restart the drug use (Xi .t/ > 0). The length of consecutive use and nonuse periods varied
both between and within subject (Supplementary Materials, section 1.1).

Alternative exposure–risk models. To link exposure vectors (Xi .t/; t D 1; : : : ; 365 days) with event
times, we considered 13 different models for M.u/, described in Section 2 (see also Figure 2), with
g.X.u//D ŒX.u/�2 for the nonlinear current dose model 3.

To ensure the comparability of the results, we standardized the strength of the association across the
13 ‘true’ models (Supplementary Materials, section 1.2).

We then assumed the following univariate Cox PH model:

�Œuj.Xi .t/; t D 1; : : :; u/�D �0.u/expŒˇ� �M.u/� (3)

whereM.u/ is the value of the model-specific exposure metric, �0.u/ is the baseline hazard, correspond-
ing to M.u/D 0, and ˇ� is the standardized logarithm of hazard ratio (HR) for 1 SD increase in M.u/.

Finally, for each of the 13 true models and each simulated sample, we matched individual simulated
event or censoring times with individual dose time vectors (Xi .t/; t D 1; : : :; u) using our permutational
algorithm [19, 20], recently adapted and validated for generating event times conditional on complex
time-varying exposures [21, 22] (Supplementary Materials, section 1.3).

Simulation scenarios. We simulated three main scenarios corresponding to the following: (i) 200
events and HR D 2.0; (ii) 500 events and HR D 2.0; and (iii) 500 events and HR D 1.5. For both sam-
ple sizes, we also simulated data assuming no association (HR D 1.0). For each simulated scenario, we
generated 500 independent and identically distributed random samples for each of the 13 true models.

3.2. Analyses of simulated data

We analyzed the simulated data using a two-stage procedure. Stage 1 corresponded to ‘exploratory anal-
yses’, aimed at identifying the best fitting among the alternative exposure–risk models considered. Then,
stage 2 ‘confirmatory analyses’ relied on the model selected at stage 1 to (i) test statistical signifi-
cance of the association between the corresponding exposure metric and the hazard and (ii) estimate
the exposure effects.

Estimation of alternative exposure–risk association models. We analyzed each simulated sample
with 10 alternative versions of the univariate Cox model in Equation (3), which covered the range of
true models used to generate the data. They included models 1 to 6 (Section 2.1) and models 11 to
13 (Section 2.3), as well as the flexible WCE model described in the next subsection. In model 3, we
estimated the nonlinear effect of current dose model using cubic B-splines with 1 interior knot.

Estimation of flexible WCE models. Briefly, in each simulated sample, we estimated six alternative
WCE models using our spline-based estimation method [16], corresponding to different combinations
of (i) length a of time window over which past doses may affect current risk (a D 180 or 365 days),
and (ii) 1–3 interior knots, placed at equal intervals within the Œ0I a� time window [16]. We a priori
constrained both the estimated weight functions and their first derivatives to equal 0 at u � a, that is
w.u�a/D 0 and w0.u�a/D 0 [16]. The constrained cubic spline WCE models with 1–3 interior knots
used, respectively, 3–5 degrees of freedom (DOF) to estimate the weight function in Equation (2). We
selected the best-fitting ‘final’ WCE model for a given simulated sample using the minimum AIC or BIC
criterion. Section 1.4 of the Supplementary Materials provides more details on WCE model estimation.

Model discrimination. To compare the fit of the 10 alternative models estimated for a given simulated
sample, we employed both the AIC [23] and the BIC adapted to survival analysis [24] criteria:

AICDDC 2k (4a)

BICDDC log.m/ � k (4b)

where D is the deviance of the respective model, calculated by multiplying the corresponding maxi-
mized partial log likelihood by �2, k is the number of model’s DOF, andm is the number of uncensored
events. Notice that k D 1 for simple conventional parametric models 1 and 2 and 4–6, k D 2 for the
two-parameter models (models 11–13 in Section 2.3) and k D 4 for the cubic spline estimate of the

Copyright © 2011 John Wiley & Sons, Ltd. Statist. Med. 2012, 31 1014–1030
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nonlinear effect of current dose (model 3). Finally, when calculating the DOF of the constrained WCE
model, selected for a given sample, we additionally penalized for a posteriori data-dependent choice of
the best fitting among the six alternative models. Accordingly, we set k D 4, 5, or 6 if the best-fitting
WCE model used 1, 2, or 3 interior knots.

We then selected the minimum AIC and BIC for a given sample and evaluated their performance in
identifying the ‘true’ model. To this end, we estimated the proportion of samples where the true model,
from which the data for a given scenario were generated, corresponded to the best-fitting model, or
diverged from the optimal model by less than 4 AIC or BIC points (such minor differences in AIC or
BIC will be likely interpreted as equally good fit of the corresponding models [25]).

Testing the association conditional on the best-fitting model. For each simulated sample, we tested
the null hypothesis of no association between the corresponding model-specific exposure metric M.u/
and the hazard, separately for each of the 10 estimation models, at the significance level of ˛ D 0:05.
Assessment of the performance of the test, using a specific model, across all samples simulated for a
given scenario, helps in investigating potential loss of power due to a priori selection of an ‘incorrect’
model, that is, not consistent with the ‘true’ model used to generate the data.

However, in our two-stage analyses, the tests performed at the second (confirmatory) stage are condi-
tional on the best-fitting model, selected a posteriori through stage 1 exploratory analyses. To avoid type
I error inflation [26], we corrected the critical values of such conditional tests using a computationally
intensive hypothesis testing procedure [16] (section 1.5 of the Supplementary Materials provides details).

We estimated the empirical power of all unconditional tests as the proportion of samples in which
the corresponding likelihood ratio test (LRT) yielded p < 0:05. In simulations where the exposure had
no association with the hazard, we estimated the empirical type I error rates as the proportion of 5000
samples where the p-value of the model-specific test was below the cut-off of 0.05 for unconditional
tests and below the corrected simulation-based p-value for conditional tests.

We implemented all steps of data generation and analyses using R [27].

4. Simulation results

4.1. Model discrimination

Table I shows the proportion of simulated samples where the alternative goodness-of-fit criteria identi-
fied the true data-generating model (columns 1 and 2) as the best-fitting model, separately for the three
combinations of the number of events and the association strength (HR). The percentages in brackets
indicate how often the true model yielded AIC or BIC within 4 points of the best-fitting model, which
may be interpreted as an approximately equivalent fit [25]. If the true model was one of the WCE models
7 to 10, it was deemed to be correctly identified if the best-fitting model corresponded to one of the cubic
spline-based WCE estimators. As expected, all criteria are more successful in identifying the true mod-
els when the exposure effect becomes stronger (HRD 2.0 vs. HRD 1.5) and the number of uncensored
events increases (500 vs. 200).

Table I indicates also that the relative advantages of AIC versus BIC criteria depend on the complex-
ity of the true model. BIC more frequently identified simpler conventional 1 DOF parametric models,
whereas AIC was more much likely to correctly identify complex WCE models 7 to 10, with 4 to 6
DOF, and the nonlinear dose model 3. This contrast occurred because the BIC-induced penalty for one
additional DOF is log(number of events) [24], that is, 5.30 and 6.21 for respectively 200 and 500 events,
whereas the AIC-induced penalty equals only 2, regardless of the number of events [23].

Overall, the proportion of correctly identified true models was somewhat higher for AIC than for BIC.
For example, with 500 events and (stronger) HR D 2.0, each of the 13 true models was selected by
AIC in at least 64.0% of samples, whereas BIC identified some of the WCE models in only 18.0% or
28.4% of samples. Furthermore, even with only 200 events, each true model was within 4 points of the
best AIC model in more than 88% of samples. In contrast, the more complex true models (nonlinear
current dose model 3 or WCE models 7–10) were within 4 points of the minimum BIC model in less
than 55% of samples for the same scenario (Table I). See section 1.6 of the Supplementary Materials for
further discussion.

4.2. Type I error rates and accuracy of effect estimates

In simulations where we assumed drug exposure had no impact on the hazard, most unconditional tests
yielded—as expected—type I error rates close to the nominal ˛ D 0:05 (data not shown). In contrast, the
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conditional tests, based on the model minimizing AIC in the corresponding sample, had highly inflated
type I error rates of 0.22 to 0.28. The proposed computer intensive testing procedure [16], based on
5000 random samples (Supplementary Materials, section 1.5), yielded the corrected significance levels
of 0.0084 and 0.0083 for simulations with respectively 200 and 500 events per sample. The closeness of
the two corrected significance levels suggests that the correction for conditional testing is robust to the
effective sample size. When we applied the corrected significance levels to 5000 new samples, generated
assuming no association, the resulting empirical type I error rates were 0.0524 and 0.0516, that is, very
close to the 0.05 rate.

A posteriori model selection may also result in biased conditional effect estimates obtained at the
confirmatory stage of the analyses [28]. In our simulations, such bias was reflected in the finding that
95%CI for the bias of the conditional estimates for simulated samples where the respective true model
was selected by either AIC or BIC often excluded 0 for the one-parameter true models. However, for
all scenarios, the relative bias was below 8%, and it did not exceed 5% in almost all situations (data
not shown). Similarly, in all simulations where the true model was one of the four WCE models 7–10,
the mean conditional weight function estimates, based on only those samples where the WCE model
was selected by either AIC or BIC criteria, reflected well the shape of the true weight function (data
not shown). These findings indicate that, in our specific context, a posteriori model selection had only
very minor impact on the accuracy of the final effect estimates. This reflects the ability of AIC and BIC
to correctly identify the true model in a majority of simulated samples (Table I), which minimizes the
impact of selection bias on the results of confirmatory analyses.

4.3. Impact of assuming an incorrect model on power to detect a significant association

Table II compares, for each true model (rows), the empirical power of unconditional tests, which are
based on selected estimation models, to reject the null hypothesis of no association. Specifically, for
each of the three combinations of the number of events and exposure effect and each true model, we
report the power of the tests for the fitted models yielding to the lowest and the second lowest power
and for the final (minimum AIC) flexible WCE model. The power is reported for either the Wald test
(for 1 DOF estimators) or LRT (for the nonlinear current dose model 3 with 4 DOF, the WCE estimator
with 4, 5, or 6 DOF, and the two-parameter models 11–13 with 2 DOF), using two-tailed ˛ D 0:05 for
both tests.

In almost all situations, the power for the unconditional test for the respective true model exceeded
89.5%. Suboptimal power (41.2%–86.8%) occurred only when the true model was the inverted U WCE

Table II. Comparison of power for the tests of no association for the different models fitted�.

Scenario 1: 200 events and HRD 2.0

Power best
Model WCE
no. True model Lowest power (%) Second lowest power (%) model�� (%)

1 Current use Cumulative past dose (18.6) Increment and cumulative past
dose (23.0)

45:6

2 Current dose Duration past use (54.8) Cumulative past dose (84.4) 100

3 NL current dose Duration past use (47.2) Withdrawal (90.6) 100

4 Duration past use NL current dose (6.8) Increment and current dose (12.2) 20:8

5 Cumulative past dose Current use (20.0) NL current dose (20.4) 92:8

6 Cumulative dose past
30 days

Duration past use (77.8) Withdrawal (96.2) 100

7 WCE exponential Duration past use (90.0) Current use (94.4) 100

8 WCE inverted U NL current dose (3.0) Current use (3.4) 62:8

9 WCE truncated N Current use (56.2) NL current dose (76.2) 100

10 WCE mixture Current use (69.8) NL current dose (90.8) 99:4

11 Increment and current
dose

Duration past use (31.8) Cumulative past dose (58.4) 97:2

12 Increment and cumu-
lative past dose

Current use (30.8) NL current dose (44.2) 84:4

13 Withdrawal Current dose (8.6) Increment and current dose (12.6) 94:4
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Table II. Continued.

Scenario 2: 500 events and HRD 2.0

Power best
Model WCE
no. True model Lowest power (%) Second lowest power (%) model�� (%)

1 Current use Cumulative past dose (71) Increment and cumulative past
dose (81)

99:2

2 Current dose Duration past use (97.6) 100 for all other models 100

3 NL current dose Duration past use (93.6) 100 for all other models 100

4 Duration past use NL current dose (22.2) Increment and current dose (34.4) 72:8

5 Cumulative past dose Current use (42.6) NL current dose (49.2) 99:8

6 Cumulative dose
past 30 days

Duration past use (99.8) 100 for all other models 100

7 WCE exponential 100 for all models 100 for all models 100

8 WCE inverted U NL current dose (2.8) Current use (4.0) 86:8

9 WCE truncated N Current use (91.2) NL current dose (99.8) 100

10 WCE mixture Current use (98.4) 100 for all other models 100

11 Increment and current
dose

Duration past use (80.4) Cumulative past dose (97.2) 100

12 Increment and cumu-
lative past dose

Current use (67.8) Cumulative dose past 30 days (83.2) 99:6

13 Withdrawal Current use (5.4) NL current dose (17.2) 100

Table II. Continued.

Scenario 3: 500 events and HRD 1.5

Power best
Model WCE
no. True model Lowest power (%) Second lowest power (%) model�� (%)

1 Current use Cumulative past dose (44.0) Increment and cumulative past
dose (47.2)

80:2

2 Current dose Duration past use (71.4) Withdrawal (86.8) 100

3 NL current dose Duration past use (51.4) Withdrawal (84.2) 100

4 Duration past use NL current dose (8.6) Incr. & current dose (14.2) 21:6

5 Cumulative past dose NL current dose (15.6) Current use (21.4) 78:0

6 Cumulative dose past
30 days

Duration past use (86.2) Increment and cumulative past
dose (97.4)

100

7 WCE exponential Duration past use (93.8) Current use (95.8) 100

8 WCE inverted U NL current dose (3.6) Current use and Current dose (6.0) 41:2

9 WCE truncated N Current use (51.6) NL current dose (64.0) 99:6

10 WCE mixture Current use (62.6) NL current dose (79.4) 97:4

11 Increment and current
dose

Duration past use (51.8) Withdrawal (70.8) 98:6

12 Increment and cumu-
lative past dose

Current use (28.4) NL current dose (28.8) 67:0

13 Withdrawal Current use (4.6) NL current dose (7.2) 72:8

HR, hazard ratio; WCE, weighted cumulative exposure; NL, nonlinear.
�Empirical power of the test of no association, using ˛ D 0:05, estimated from 500 simulated samples. In almost all
situations, the power based on the respective true model was greater than 97.5%. The only exceptions concerned the
inverted U WCE model with model 8 (powers of 62.8%, 86.8%, and 41.2% respectively for scenarios 1, 2, and 3) and
the duration past use model 4 (power of 89.6% for scenario 3).
��Best WCE model identified by AIC. DOF of the LRT account for 1 DOF penalty for selection of the best time
window and number of knots.

model (model 8), for which exposure starts affecting the risk only several months later (Figure 3(b)).
On the other hand, the loss of power due to relying on the incorrect model varies substantially across
models (Table II). For example, when we generated data from the current use model 1, the tests based

Copyright © 2011 John Wiley & Sons, Ltd. Statist. Med. 2012, 31 1014–1030
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on models 4 and 5 that incorrectly assumed long-term cumulative effects induced a dramatic loss of
power, especially in simulations with weaker exposure effect or smaller number of events. Conversely,
if the true model corresponds to unweighted cumulative use/dose models 4–5, then relying on any of the
current-effect models 1–3 induced a substantial loss of power. Interestingly, regardless of the true model,
the unconditional tests based on the flexible WCE model had always either a power close to 100% or at
least twice as high as the test with the weakest power (Table II).

4.4. Evaluation of cubic spline-based weighted cumulative exposure estimators

Section 2.2 explains that the WCE model incorporates several simpler conventional pharmacoepidemi-
ological models as its special cases and thus should be considered a plausible candidate model in many
real-life applications. Therefore, it is important to assess the performance of WCE estimates. Each panel
of Figure 4 shows a random sample of 100 AIC-optimal weight function estimates corresponding to
a specific ‘true’ weight function w.u � t / (four columns), with either 200 (upper row) or 500 events
(lower row).

As expected, some flexible weight function estimates show considerable wiggliness, which reflects
the overfit bias due to the instability of spline estimates, especially in the regions with little data [29].
Indeed, the weight estimates are often unstable near time 0, especially when the true effect of current
dose is weak or nil (Figure 4(c) and (g) or (b) and (f), respectively). Because of this instability, the esti-
mated weight functions w.u � t / often take negative values over some interval of time since exposure
u � t (Figure 4), even if the true weight functions used to generate the data are always nonnegative
(Figure 3(d)–(g)). However, because the negative weight function estimates in Figure 4 occur over only
a limited time interval and the corresponding 95% pointwise confidence bands almost always include 0
(data not shown), they can be interpreted as not different from 0.

Furthermore, for the complex bimodal weight function, some estimates ‘miss’ the later, low ‘peak’
(Figure 4(d) and (h)), and incorrectly suggest that the doses taken more than 180 days ago have no impact
on current risk. Similarly, Figure 4(b) and (f) shows underestimation of the impact of exposures that
occurred about 200 days ago. Both findings reflect limited information available to estimate long-term
exposure effects in a study with only 1-year follow-up. However, for all four weight functions and both
event numbers, most estimates do reflect the general shape of the corresponding true weight function
(Figure 4), providing a reasonably accurate assessment of the impact of past doses on the current hazard.

Table III shows the frequency with which the WCE model either yielded the minimum AIC or
(in brackets) was within 4 points of the minimum AIC model. This indicates that the flexible WCE

Figure 4. One hundred AIC-optimal randomly selected weight function estimates Ow.u � t / from fitted WCE
models, for each true weight function considered (shown in white) for true WCE models. Panels (a)–(d) are for
scenario 1 with 200 events and HRD 2.0, and panels (e)–(h) are for scenario 2 with 500 events and HRD 2.0. For
comparison purposes, all curves were normalized to have an area under the curve equal to 1.0 (when considering

the absolute values of Ow.u� t /).
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Table III. Percentage of samples for which the flexible weighted cumulative exposure model was identified
as the best AIC or was within 4 points of the minimum AIC model (in brackets).

Model Scenario 1: 200 events Scenario 2: 500 events Scenario 3: 500 events
no. True model and HRD 2.0 and HRD 2.0 and HRD 1.5

1 Current use 0:0 .0:0/ 0:0 .0:0/ 0:0 .0:0/

2 Current dose 3:2 .6:0/ 0:2 .0:4/ 1:4 .5:6/

3 NL current dose 1:0 .2:0/ 0:0 .0:0/ 0:8 .3:4/

4 Duration past use 3:6 .9:2/ 0:6 .4:2/ 2:0 .15:4/

5 Cumulative past dose 21:0 .39:8/ 6:8 .38:2/ 6:6 .40:8/

6 Cumulative dose past 30 days 25:4 .46:2/ 11:0 .38:2/ 11:6 .48:4/

7 WCE exponential 75:0 .88:6/ 90:4 .98:4/ 52:4 .89:4/

8 WCE inverted U 88:2 .95:6/ 96:4 .99:8/ 59:8 .86:8/

9 WCE truncated N 93:4 .98:2/ 97:8 .99:6/ 63:0 .91:0/

10 WCE mixture 81:4 .93:0/ 96:0 .99:6/ 40:0 .85:0/

11 Increment and current dose 0:0 .0:0/ 0:0 .0:0/ 0:0 .0:0/

12 Increment and cumulative
past dose

2:0 .6:0/ 0:2 .0:2/ 1:8 .10:2/

13 Withdrawal 0:2 .0:2/ 0:0 .0:0/ 1:6 .13:0/

HR, hazard ratio; NL, nonlinear; WCE, weighted cumulative exposure.

model may often ‘compete’ with unweighted cumulative dose models 5 and 6 and less frequently with
cumulative duration model 4 or current dose model 2 but is very unlikely to fit well the data generated
from the other models (Table III).

Figure 5 is similar to Figure 4, except it shows the AIC-optimal WCE estimates for four selected cases
where the true model does not correspond to any smooth WCE model. For data generated from the total
(unweighted) past dose model 5, most flexible WCE estimates correctly suggest that the weights remain
approximately constant across the entire follow-up period (Figure 5(b) and (f)). In the three other cases,
the true exposure effect lasts only 1 to 30 days and the corresponding graphs are limited to 90 days.
In Figure 5(a) and (e), weights estimated for data generated from the current dose model 2 exhibit an
immediate sharp decline in the first few days, which correctly suggests an acute, very short-term effect.
In contrast, when the true cumulative effect lasts for 30 days (model 6), most of spline estimates decrease
at a much slower rate and correctly suggest that past doses taken up to about 1 month ago have a marked

Figure 5. One hundred AIC-optimal randomly selected weight function estimates Ow.u� t /) from fitted weighted
cumulative exposure models for: (a) and (e) true model 2 (current dose); (b) and (f) true model 5 (cumulative past
dose); (c) and (g) true model 6 (cumulative dose past 30 days); (d) and (h) true model 11 (increment and current
dose). Panels (a)–(d) are for scenario 1 with 200 events and HRD 2.0, and panels (e)–(h) are for scenario 2 with
500 events and HR D 2.0. For comparison purposes, all curves were normalized to have an area under the curve

equal to 1.0 (when considering the absolute values of Ow.u� t /).
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impact, whereas those taken longer ago have much weaker effects (Figure 5(c) and (g)). Even if, sim-
ilar to Figure 4, some estimates show instability in the tails and/or implausible negative point weights,
overall these results suggest that flexible WCE estimates approximated reasonably well the etiologically
relevant exposure time window even if the true model corresponded to unsmooth (step function) weight
functions assumed by conventional models, such as models 2, 5, and 6, which represent special cases of
the general WCE model (Section 2.2).

In contrast to models 1–6, the two-parameter model 11, with separate effects of current dose and
recent dose increase, is not a special case of the WCE model. Interestingly, the corresponding flexible
weight function estimates not only (i) decrease sharply but even (ii) tend to assign negative weights to
doses taken 10–40 days ago (Figure 5(d) and (h)). Feature (i) reflects the acute effect of the current
dose (see previous discussion), whereas feature (ii) may be attributed to the fact that (a) subjects who
had higher doses in the past 2–5 weeks were unlikely to have further increased their doses in the last
week. On the other hand, in model 11, (b) recent dose increase is associated with an important risk
increase. Conjunction of (a) and (b) implies that, among subjects with the same current dose X.u/, those
who were exposed 2–5 weeks ago (implying X.t/ > 0 for u� 7 < t < u� 35) have, on average, a lower
risk than subjects who just started exposure (X.u/ > 0 with X.t/D 0 for some t < u� 7), that is, who
increased their dose in the last week. This lower risk associated with nonzero doses taken 2–5 weeks ago
would explain why the corresponding weights in Figure 5(d) and (h) are negative. Obviously, the WCE
estimates cannot identify the true model generating data as the two-parameter model 11, but the negative
estimated weights may stimulate searching for clinically plausible explanations. Thus, even when the
true model is not a special case of the WCE model, our flexible estimates may sometimes help with
model diagnostics.

5. Real-life example

5.1. Methods

We reassessed the association between use of a psychotropic drug (flurazepam) and risk of fall-related
injury among the elderly [30]. The original cohort included community-dwelling residents of the
province of Québec, Canada, older than 65 years [2]. The present analyses were limited to 5111 subjects
who started using flurazepam in 1990–1994 and were followed-up until December 31, 1994.

We estimated 10 alternative Cox PH models with flurazepam exposure history modeled by appropriate
time-dependent covariates, corresponding to the 10 models fitted in simulations (Section 3.2). Given that
the half-life elimination time of flurazepam from the plasma is between 40 to 100 h. [31], we a priori
fixed the time window to 30 days for WCE modeling, while using 1 to 3 knots, as in our simulations.
Event time corresponded to time from the first flurazepam prescription to the first fall-related injury
[2, 16]. We censored individuals who died, moved out of the province, or were institutionalized before
their first fall-related injury. We also censored subjects who had the event during hospitalizations when
drug exposure was unknown. For other subjects, we set daily dose during hospitalization(s) to 0.

5.2. Results

Among the 5111 flurazepam users, followed-up for up to 5 years, 264 (5.2%) had fall-related injuries.
Table IV compares the AIC for the 10 alternative models and reports the model-specific p-values for test-
ing the null hypothesis of no association between respective measures of flurazepam exposure and fall-
related injuries. The spline-based WCE model with 3 knots and the withdrawal model 13 (Section 2.3)
yielded the best and second-best AIC values and indicated very significant risk increases. In contrast,
almost all other models, with considerably higher AIC values, yielded nonsignificant results (Table IV).

Table IV. Comparison of AIC and tests of association for alternative models linking flurazepam use with risk
of fall-related injuries.

Model no. 1 2 3 4 5 6

NL current Duration Cumulative Cumulative dose
True model Current use Current dose dose past use past dose past 30 days

AIC 4118.2 4116.9 4118.0 4118.3 4118.2 4113.2
p-value 0.8225 0.2263 0.3730 0.9452 0.7671 0.0164
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Table IV. Continued.

Model no. 7–10 11 12 13

WCE with 3 knots & Increment and Increment and
True model 30-day window� current dose cumulative past dose Withdrawal

AIC 4102.7 4118.9 4120.1 4106.3
p-value 0.0001 0.5008 0.8959 0.0009

NL, nonlinear; WCE, weighted cumulative exposure.
�Best WCE model identified by AIC. DOF of the LRT account for 1 DOF penalty for the selection of number of knots.

As expected, based on short half-life, doses taken more than 10 days ago have no impact on the
current risk. Interestingly, the weights functions for all WCE model assigned negative weights to flu-
razepam doses from the last 2–3 days (Figure 6). In contrast, doses taken 4–7 days ago were assigned
high positive weights.

To assess the robustness of the negative weight estimates, we a posteriori constrained the best-fitting
3-knot WCE model to have 0 values for the estimated weight function and its first derivative at time
0 (see [16] for details). This additional (nonnegativity) constraint resulted in a statistically significant
loss of fit to data (2 DOF LRT statistics with p < 0:0001). This confirmed that most recent flurazepam
doses should be, indeed, assigned negative weights. The negative weights for most recent doses, together
with positive weights for previous 4–7 days, imply that the risk is the highest for subjects who recently
stopped taking flurazepam and had high doses in the previous week. This may suggest a withdrawal
effect [17]. Indeed, the second best-fitting withdrawal model 13 (Table IV) indicated a very significant
interaction between recent withdrawal and past cumulative flurazepam dose (p < 0:0001). The inter-
action coefficient (HR D 1.0064, 95%CI: 1.0040, 1.0088) was much stronger than the (nonsignificant)
cumulative dose effect in the absence of withdrawal, indicating that withdrawal in the past week dra-
matically increases the impact of past cumulative dose. These results are consistent with the negative
weights assigned to the last few days by the WCE models. Although further studies are necessary to
confirm if the increased risk of fall-related injuries among recent flurazepam users may be partly due
to withdrawal effects, this conjecture would also explain why the current use and current dose models
1–3 yielded high AIC and nonsignificant results (Table IV). Overall, this real-life example illustrates the
potential benefits of considering alternative exposure models, including the flexible WCE model [16],
to both detect an association between drug exposure and risk of an adverse event and get new insights
regarding the underlying biological mechanisms.

The WCE model implies that different vectors of past doses X.t/; t 6 u, correspond to different
current hazards (at time u). See [16] for formulas that show how the WCE estimates can be transformed
into estimates of HRs for the different vectors of past doses. To illustrate the clinical implications of
the weight function estimated with the best-fitting WCE model (bold curve in Figure 6), Table V shows
the adjusted HRs for different patterns of recent flurazepam exposure, relative to a ‘nonuser’ who did
not take the drug in the last 30 days. The last row shows that doses taken more than 1 week ago had
no effect on the current risk, which also explains why the HR does not increase if current exposure
started 2 weeks rather than 1 week ago (two first rows of Table V). For more recent exposure patterns,
doubling the daily dose from one-half (doseD 0.5) to the WHO recommended dose (doseD 1) only had

Figure 6. Weight function estimates Ow.u� t / for WCE models with 30-day window for flurazepam users: bold
curve for best-fitting WCE (3 knots), dashed curve for WCE model with 1 knot, and dotted curve for WCE model

with 2 knots.
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Table V. Hazard ratios for specific patterns of exposure for the best-fitting weighted cumulative exposure
model.

Hazard ratio

Pattern of exposure Reference DoseD 0.5 DoseD 1.0

Current user for 2 weeks Nonuser 1.33 1.76
Current user for 1 week Nonuser 1.34 1.79
Past user for 1 week, who stopped 3 days ago Nonuser 2.86 8.21
Past user for 1 week, who stopped 1 week ago Nonuser 0.99 0.98

a moderate impact on current users but produced a high point estimate of HR > 8.0 for a past user who
stopped the treatment 3 days ago and thus who may be affected by the short-term withdrawal effect (see
previous discussion).

6. Discussion

Current pharmacoepidemiology studies often select a priori a given conventional model to represent the
impact of drug exposure on the risk of a particular adverse event and do not attempt to assess its con-
sistency with empirical data [5–8]. However, pharmacokinetic and pharmacodynamic characteristics of
different drugs, as well as different physiological responses to different pharmacological agents, imply
that drug exposure–risk associations may vary substantially across different medications and various
adverse effects [9]. Although the ‘true’ model for a particular exposure–outcome association is rarely
known, our simulations demonstrate that statistical goodness-of-fit criteria help identifying model(s)
approximating reasonably well the underlying data-generating mechanism. Indeed, in our simulations,
the minimum AIC criterion identified each of the true models in a majority of simulated samples, even
with only 200 or 500 observed events, in almost all cases. Furthermore, in the vast majority of the remain-
ing samples, the true model was within 4 AIC points of the best-fitting model and would be considered
as a viable alternative [25]. Even if AIC may sometimes produce inconsistent results, in our simulations,
it performed somewhat better than BIC (Table I). BIC induces excessive penalties for the number of
events, especially in large studies, often leading to a choice of overly simple models (Section 4.1). Thus,
we tentatively suggest using AIC criterion to identify the ‘correct’ model. Still, we recommend that
investigators report both AIC and BIC of alternative models and consider both criteria while selecting
one or few best-fitting models for their specific application. Further analytical work and simulations will
help understanding under which conditions AIC, BIC, or their modifications [32] will be most accurate
in identifying the correct exposure model among alternative models for M.u/ in Equation (1).

There are two main reasons why we recommend that pharmacoepidemiological studies should con-
sider different statistical models and compare their fit to empirical data to identify the (approximately)
correct model. A priori selection of an incorrect model may substantially reduce the power for testing the
adverse drug effects (Table II). Even more importantly, as shown in Figure 2, different models may lead
to very different risk prediction and, thus, to different guidelines regarding prescribing patterns expected
to minimize the risk of adverse events.

In this context, we believe that the WCE model [16] should be routinely considered in pharma-
coepidemiological studies. The WCE model incorporates many conventional pharmacoepidemiological
models as its special cases. Furthermore, our flexible WCE model [16] has two important advantages:
(i) it avoids arbitrary a priori assumptions regarding the time window of etiologically relevant expo-
sure; and (ii) by estimating a smooth weight function, it yields more clinically plausible results than the
conventional step-function-based models. Our cubic spline weight function estimates permitted a rea-
sonably accurate assessment of the relative importance of doses taken at different times in the past, even
if—especially with a limited number of events—they may exhibit some overfit bias (Figure 4), typical
of very flexible estimates [33–35]. Further research is necessary to assess if, and for what data structures
and sample sizes, choosing the final spline model on the basis of a more conservative criterion, such as
BIC or its modifications [32, 36] rather than AIC, may improve the accuracy of the estimates. Interest-
ingly, simulations also suggest that our flexible estimates may help with model diagnostics even if the
true model is not a WCE model (Figure 5).

Some limitations of our study have to be recognized. Firstly, the 10 models fit in our analyses represent
only a subset of models that may apply in pharmacoepidemiology [9]. Although we included some of the
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most popular conventional models, it is difficult to even conceive the finite list of all potentially relevant
models. Secondly, to reduce computational burden, we considered only a moderate number of events
in the simulations. Modern pharmacoepidemiology relies mostly on large administrative databases [1],
often with much larger numbers of events [37–39] but possibly with weaker associations. Furthermore,
in any real-life application, confounding by indication [40–42] and/or errors in exposure measurement
[43] should be considered. The way such data limitations may affect estimates from particular expo-
sure models will likely vary across applications. For example, if many drug users interrupt the treatment
after, say, T days, the estimated weight function may assign artificially low weights to doses assumed
to be taken T or more days ago. To account for plausible patterns of noncompliance, future research
should consider adapting exposure measurement models, recently extended to time-varying exposures
in survival analyses [44], to WCE modeling. However, it will be difficult to rely on weight function
estimates to infer about unknown actual patterns of noncompliance. For example, the same low weights
assigned to doses taken more than T days ago may simply reflect the fact that, because of pharmacody-
namic properties of a given drug, the actual time window over which past doses affect current risk does
not exceed T days. On the other hand, it is rather unlikely that specific patterns of noncompliance will
seriously affect the comparison of the fit with data of alternative exposure models. In summary, whereas
future studies should consider a wider range of models, larger sample sizes, and the aforementioned data
limitations, we believe our simulations illustrate well the methodological issues of primary interest for
the current study.

Methodological issues addressed in our study also apply to many epidemiological studies of differ-
ent time-varying exposures. Indeed, the WCE approach was initially proposed for case-control studies
of occupational and environmental exposures [13, 14], and such applications motivated some recent,
elegant developments in this area [45, 46]. We hope that our encouraging results will stimulate wider
applications of the WCE modeling in (pharmaco-) epidemiological studies of time-varying exposures.
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